Hypothesis testing
Two-population significance test



Two-variance significance test to infer that two
variances are equal in two normal populations

We study two general populations with normal distributions N
(ul, ol) and N (u2, 02).

The distribution normality condition is met - we use the F test for
the equality of two variances.



Two-variance significance test to infer that two
variances are equal in two normal populations

We check whether 0%, = 02,
2 = (2

H,: 0%,= 0%
2. % (2

H;: 0%, # 0%,

02, variance of the first population
02, variance of the second population



Significance test for two variances

Samples of n; and n, are drawn from both populations. The
variance for each of trials s?; and s?, is then computed.

For the two-variance test, the F-Snedecor statistic is used as the
test statistic.



Significance test for two variances

The numerator of the F statistic must include the greater of the variance
due to the assumed null hypothesis, and the degrees of freedom n; and
ny, relate to the variance trom the numerator and the denominator,
respectively.

r 9 D S
S
2

if s2,> 5% F—ﬁ



Significance test for two variances

Then we read the values of the F, ; \statistics from the tables (F
statistics with the assumed significance level and n; and n,; degrees of
freedomn;,=n;-1,ny,=n,—-lorn,=n,-1, ny,=n;-1).

If F>F, 1 ., there are grounds for rejecting the null hypothesis,
otherwise there are no grounds for rejecting the null hypothesis.



Significance test for two variances - example

Assuming that the daily expenditure of students on entertainment in Krakow (x;) is the same as
in Rzeszow (X,), 45 students were randomly selected from Krakow and 36 students from
Rzeszow. Based on the collected information, the arithmetic mean and the variance of students'
entertainment expenses in both cities were calculated.

x =22zt
x =18zt
s? = 2.5 (zh)?
s? = 1.4 (zh)?
Verify the hypothesis that the variance of entertainment expenses of both studied groups of

students is the same, assuming that the significance level is 0.05, against the alternative
hypothesis that the variance of expenses in the Krakow group is greater.



Significance test for two variances - example

2. = 2
H,: 0%,=0%,

C 32 2
H;: 05> 0%,

Critical value F( 5 44 35

the value of the F statistic at significance level of 0.05 and 44 and 35 degrees of freedom

LibreCalc:
=F.INV(0.05,44,35)



F Snedecor distribution 2-
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F Snedecor critical values

Wartosci krytyczne rozkladu F-Snedecora

X ~F,1 v»- X zmienna losowa o rozkladzie F- Snedecora z liczbami stopni swobody (v1, v2)
poziom istotnosci a =0,05,

Fo v1.42 - wartosc krytyczna - liczba taka, ze P(X > F, 1.2 ) =«
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Significance test for two variances -
example

Result:

F>Fjo5 44 35

H, must be rejected.
The variance of expenditure in the Krakow group is greater.



Online calculator

http://www.statskingdom.com/220VarF2.html



http://www.statskingdom.com/220VarF2.html

Significance test for two fractions

feature X, has a two-point distribution with unknown parameter

P1

feature X, has a two-point distribution with an unknown
parameter p,

the n, -element sample from the first population was taken and
n, - an element sample from the second population,

k; - number of elements distinguished in the i -th sample;



Significance test for two fractions

We check if p;=p,:
Ho: p1=p>
Hi: pi# ps

pl fraction of the first population
p2 fraction of the second population



Significance test for two fractions

feature X, has a two-point distribution with unknown parameter p;
feature X, has a two-point distribution with an unknown parameter p,
the nl-element sample from the first population was taken and

n, - an element sample from the second population,

k; - number of elements distinguished in the i -th sample




Significance test for two fractions

P1 — P2

T )




Significance test for two fractions of
critical values u

crit
for 0=0,05
=NORM.INV(0.975,0,1)=1.98

for a=0,01
= NORM.INV(0.995,0,1)=2.58



Significance test for two fractions

We check, if p;=p,:
Ho: p1=p>
Hi: pi# ps

if |Ugp, > Uy, there is no reason to accept H,,



Significance test for two fractions -
example

A survey on the sorting of waste in households was conducted in
two city districts. The following results were obtained: in the first
of the 210 surveyed farms, waste was sorted in 55, while in the
second, out of 130 farms, in 51 household waste was sorted. At
the significance level of 0.01, verify the hypothesis about the same
fraction of households sorting waste in both cities.



Significance test for two fractions -
example

ki 55
n, 210

5
I

k, 51
n, 130

S|
I

g tk, 106
P +n, 340

a=0.01

Uemp = 2.52

ukryt :258

|uemp | < ukryt



Significance test for two fractions -
example

p<a we accept H,

The fractions of households sorting waste in cities are equal.



Online calculator

https://www.socscistatistics.com/tests/ztest/default2.aspx



ANOVA



ANOVA

Analysis of variance, or ANOVA, is a statistical tool that is used
to show the difference between more means or components
through significance tests. It also allows to make multiple
comparisons of several populations means. The ANOVA test is
performed by comparing two types of variation, the variation
between the sample means, as well as the variation within each of
the samples. Analysis of variance is a parametric statistical test
where the total observed variance is divided into variances from
different sources of variation. The ANOVA checks if the means of
several groups are equal or not.



ANOVA

The null hypothesis of H, assumes that there are no differences in
the mean values among several datasets. The H; alternative
hypothesis says that at least one mean is different from the
others. If the null hypothesis is rejected, the alternative
hypothesis H; is assumed, i.e., at least one set of results may
come from a distribution with a different mean. ANOVA can be
used to compare mean values for three or more data sets.



ANOVA

Depending on the number of analyzed factors, the analysis ot
variance can take various forms. One of them is one-way ANOVA
in which only one factor is assessed. For example, comparing the
yield of four wheat cultivars, where the variable is yield and the
factor is variety, then it is one-way analysis of variance and
multiple comparisons (completely random system).



ANOVA

An exemplary scheme of a one-factor experiment with four levels
of the factor (4 subjects: A1, A2, A3, A4) and three repetitions.
Objects are randomly distributed throughout the experiment
area.

A2 A2 Al
A3 A3 A2
Al Ad A3

A4 A4 Al




ANOVA

The purpose of the analysis of variance (ANOVA) is to compare
the means across multiple normally distributed populations.
ANOVA indicates whether the variance of at least one data set is
significantly different from the others. However, to answer the
question of which data set is different, post-hoc testing is
performed after H, is rejected. These tests compare all
combinations of mean pairs. Detailed comparisons provide
information on sets of data significantly different from the others.



ANOVA

Assumptions: the variables have a normal distribution X; ~ N (u,
0?) variances (and thus standard deviations) for the studied
populations are equal 0; =0,=05=... =

* Null hypothesis Hj: p; = 1, = gz = ... = pi (means do not differ)

* Alternative hypothesis Hy: pt; # p; (at least two means are
different)



ANOVA

Application examples: comparison of the yield of several wheat
cultivars, comparison of starch content in potato tubers with
different fertilization.

The results of the analysis of variance are most often presented in
the form of the following table (ANOVA table):



ANOVA

Degrees
Source of Mean Squares

Sum of Squares of
variation (MS)
Freedom

k n

SSw

Within _ k-(n—-1) ms =—""2"
SSw =) ) (i = %)’ YTk -1
i=1j=1
k
Between . k—1 MS, = 55p F= MSp
SSB=Zn-(xi—x) k—1 MSy,
i=1
- n-k—1

k
SSy = E(xij —%)2 =SS, + SS,
i=1j=1




ANOVA

Where, F = ANOVA Coefficient, a test statistic given by the F

distribution, also known as Snedecor's F distribution or the Fisher-—
Snedecor distribution,

* 55y = Sum of squares within the groups,

* 555 = Sum of squares between the groups,

* 551 = total Sum of squares,

* MS,,= Mean sum of squares within the groups,

* MS; = Mean sum of squares between the groups,

* k = the total number of populations,

* n; = the total number of samples in an i population.



ANOVA

The empirical value F,,,, (F statistic) has an F distribution (it is a
ration of two Chi-squared distributions with the same or
different degrees of freedom). If the numerator in the equation
for F statistic is much larger than the dominator, then the
variation in this data is mostly due to the differences between the
means and less due to the variation within the samples. So the
probability of the null hypothesis to be correct is very small. The
F statistic is then compared with the critical value Fy_4 k.cn-1)a-
Then, a decision is made whether the samples come from fhe
same population (the means do not ditfer) or ditferent
populations (with significantly different means).




ANOVA

If Fomp > Fr—1k-(n-1),« the null hypothesis should be rejected, there is
a difference in populations means. If p <a, we reject the null
hypothesis and acce]fat the alternative hygothesis, i.e. we find that at
least two means differ significantly and we move on to multiple
comparisons, i.e. comparisons of all possible pairs of means. Post-hoc
tests are used to test statistically significant differences between the
populations that were identified in ANOVA as having different
means. Choosing the best test to compare means values depend on the
researcher. Multiple (detailed) comparisons - it is a method that allows
to determine which means ditfer significantly and which do not differ.
Then homogeneous groups can %e distinguished, it is subsets of
means that can be considered the same (not significantly different).



ANOVA

Multiple comparison procedures are as follows: Tukey, Schetft,
Bonfferroni, Duncan, Newman-Kuels and others. The choice of
procedure is often quite arbitrary. If the difference of means is greater
than NIR, then it can be recognized that the means differ (there is a
statistically significant ditference). Sample tests for multiple
comparisons are presented below. Tukey HSD is a widely used test
that allows you to compare pairs of means multiple times when the
ANOVA test shows dift%rences between them. The test checks if one
mean value differs significantly from another. Compares all possible
pairs of means. It is the most useful test for multiple comparisons.
Another is the Fisher's LSD test is a statistical significance test used
when sample sizes are small.



ANOVA example

The protein content of grain in four wheat cultivars was assessed.
I'he grain was collected from 9 randomly selected fields for each
cultivar. On the basis of the obtained results, determine whether
there is a difference in protein content between these wheat
cultivars (assume the significance level o = 0.05)




ANOVA example

protein content (%) protein content (%)

12.4 C 112
14 C 12.4
13.6 C 11.6
14.4 C 13.6
15.2 C 14.4
14 C 13.6
15.2 C 14

15.6 C 14.4
13.6 C 14

B | 17.4 D 14.8
B 182 D 14.4
ks 19.6 D 132
B 18.0 D 16

B 16.8 D 15.6
B 17.2 D 14

ks 18.6 D 18

B 20.8 D 17.2
B 19.4 D 16.8



ANOVA calculations

Null hypothesis H,: 1, = g = K¢ =Hp (Means do not differ)
Alternative hypothesis H,: |; # i, (at least two means are different)

ne total mean x = 15.4

ne mean for cultivar Ax, = 14.2
ne mean for cultivar B xg = 13.2
ne mean for cultivar Cx, = 18.3

-4 4 4 4 -

ne mean for cultivar D xp = 15.5



k N

Sow = ZZ(xij —x)? =

i=1j=1
= (12.4 — 14.2)%? + (14 — 14.2)? + (13.6 — 14.2)? + (14.4 — 14.2)*> + (15.2 — 14.2)* +
(14 — 14.2)? + (15.2 — 14.2)? + (15.6 — 14.2)? + (13.6 — 14.2)? + (11.2 — 13.2)%? +
(12.4 — 13.2)* + (11.6 — 13.2)* + (13.6 — 13.2)%* + (14.4 — 13.2)* + (13.6 — 13.2)* +
(14 — 13.2)%+(14.4 — 13.2)* + (14 — 13.2)* + (17.4 — 18.3)? + (18.2 — 18.3)% +
(19.6 — 18.3)% + (18 — 18.3)? + (16.8 — 18.3)? + (17.2 — 18.3)% + (18.6 — 18.3)% +
(20.8 — 18.3)% + (19.4 — 18.3)% + (14.8 — 15.5)% + (14.4 — 15.5)% + (13.2 — 15.5)? +
(16 — 15.5)? + (15.6 — 15.5)% + (14 — 15.5)? + (18 — 15.5)% + (17.2 — 15.5)% +
(16.8 — 15.5)%=53.4
Degrees of Freedom - k(n-1) = 32



k

SSB=Zn-(3?i—9E)2=

i=1
=9-[(14.2 — 15.3)*> + (13.2 — 15.3)? + (18.3 — 15.3)? + (15.5 — 15.3)?] = 137.9

Degrees of Freedom —k-1=3



SSp = ZZ(xU —x)>=S8S, +SS, =

i=1j=
= (12.4 — 15.4)% + (14 — 15.4)% + (13.6 — 15.4)? + (14.4 — 15.4)? + (15.2 — 15.4)* +
(14 — 15.4)% + (15.2 — 15.4)% + (15.6 — 15.4)% + (13.6 — 15.4)* + (11.2 — 15.4)* +
(12.4 — 15.4)% + (11.6 — 15.4)? + (13.6 — 15.4)% + (14.4 — 15.4)*> + (13.6 — 15.4)% +
(14 — 15.4)%*+(14.4 — 15.4)* + (14 — 15.4)%* + (17.4 — 15.4)* + (18.2 — 15.4)* +
(19.6 — 15.4)% + (18 — 15.4)%* + (16.8 — 15.4)%* + (17.2 — 15.4)% + (18.6 — 15.4)% +
(20.8 — 15.4)% + (19.4 — 15.4)% + (14.8 — 15.4)? + (14.4 — 15.4)? + (13.2 — 15.4)* +
(16 — 15.4)% + (15.6 — 15.4)* + (14 — 15.4)% + (18 — 15.4)? + (17.2 — 15.4)* +
(16.8 — 15.4)?=191.3

Degrees of Freedom — kn-1 =35



Source of

- Sum of Squares
variation

k n;

SSW = EZ(JCU — .’)Ti)2= 53.4

i=1 j=1

Within

k

Between _
SSp = zn (x; —x)* =137.9

k n
SST = ZZ(XU — f)z - SSW + SSb

Degrees of

Freedom

k-(n—1)

k-n—1
= 35

Mean Squares (MS)

SSw
MS,, =
Y k-(n—-1)
= 1.7
; MS5
SSg =
MS, = 46.0 MSy,
b=k —1
=27.0




ANOVA - conclusions

The test statistic F,,, = 27.0. The F statistic is then compared
with the critical value Fj_;.(n—1)q, Which here is F33;05 =
0.11. F,pppy > F33205 the null hypothesis should be rejected, there
is a difference in populations means.

Online calculator:

https://www.socscistatistics.com/tests/anova/default?2.aspx



https://www.socscistatistics.com/tests/anova/default2.aspx

ANOVA — nonparametric

When the assumptions of the parametric test are not met, non-
parametric tests are used. These tests use ranking data, not actual data
values. These tests rank data from the lowest to the highest. Each
value is assigned a sequential integer from 1 to n, where n’is the total
sample size. Nonparametric the tests are applied when the
assumption of normality of distributions is not met or there is no
homogeneity of variance. Typically, these tests compare the sample
medians, not the mean values. Nonparametric tests do not address
clearly defined parameters and it is more difficult to infer from their
results about differences between populations. These tests, using
ranking, often lose information =~ about real data. Therefore,
nonparametric tests give less reliable results than their parametric
counterparts. Nonparametric tests work well for nominal, qualitative,
and ordinal data.




ANOVA — nonparametric

For ANOVA, its non-parametric counterpart is Kruskal-Wallis test — can be called as
one-way nonparametric ANOVA. Kruskal-Wallis is a nonparametric comparison of
the tendencies of the position (in this case the median) of the distributions for
many populations. It is used as an alternative to one-way analysis of variance for
three or more independent samples when the assumptions about the normality of
the distribution are not met. The test works on the basis of ranking data. The test
can be used for data with heterogeneous variances and for data from non-normal
distributions. The null hypothesis in this test is that the distributions of data for
each compared group are similar. It is assumed, however, that the distributions of
the variables are of a similar shape, it is this method should not be used when the
distribution of the dependent variable in one population is for example right-
asymmetric and left-asymmetric in the other population. The decision to choose a
test is made after the initial data analysis. If the data do not come from normal
distributions or the assumption of equal variance is not met, the non-parametric
test is selected.



ANOVA — nonparametric

Thus, Kruskal-Wallis test allows the comparison of many
populations with any distribution. The test statistic is the K value
(also denoted as H). The K value is the greater the greater the
difference between the ranks for the studied groups. As in the
case of the Mann-Whitney U test, the ranks of individual
observation values are assigned after ordering in ascending order
the values from all tested samples. If the null hypothesis in the
Kruskall-Wallis test is rejected (i.e. if the p for the test is less than
the value of a), it means that at least two populations differ in
terms of the distributions of the trait under study.



Experimental data

23 samples

Check for normality
(Shapiro-Wilk test)

Check for homoscedasticity
(Levene test)

If p20,05 If p<0,05

Apply ANOVA Apply Welch test

If p<0,05 If p<0,05

Apply Kruskal-Wallis test

Apply Fisher,Tukey or Duncan test

Based on:
Daniel Granato, Veronica Maria de Aratjo Calado, Basil Jarvis ,,Observations on the use of statistical methods in Food Science and Technology” Food Research International

55 (2014) 137-149



