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Normal Distribution - ND

The normal distribution is the most important probability

distribution in statistics because it fits many natural

phenomena. It is also known as the Gaussian distribution

and the bell curve.



ND

It is a symmetric distribution where most of the

observations cluster around the central peak and the

probabilities for values further away from the mean taper

off equally in both directions. Extreme values in both tails

of the distribution are similarly unlikely.



Normal Distribution - ND

Many things closely follow a normal distribution: heights of

people, size of things produced by machine, errors in

measurements, blood pressure, marks on a test etc.



Normal Distribution - ND

The normal distribution has two parameters, the mean µ

and standard deviation σ. The shape of random variable

distribution changes based on the parameter values. The

mean is the central tendency of the distribution. It defines

the location of the peak for normal distributions. Most

values cluster around the mean. The standard deviation is a

measure of variability. It defines the width of the normal

distribution. The standard deviation determines how far

away from the mean the values tend to fall. It represents

the typical distance between the observations and the

average.



ND

A random variable X has a normal distribution with 

parameters µ and σ

𝑋~ 𝑁 (𝜇, 𝜎2),

if the density function:
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ND, expected value and 

variance

 

 

 

 





Standard Normal Distribution

https://www.mathsisfun.com/data/standard-normal-distribution.html



3 sigma rule

http://icpartnership.com/sixsigma.html



Standard normal 

distribution 𝑋~𝑁(0,1)

Standard normal distribution is characterized by µ=0 and 

σ=1.

https://www.mathplanet.com/education/algebra-2/quadratic-functions-and-inequalities/standard-deviation-and-normal-distribution



ND

https://en.wikipedia.org/wiki/Probability_distribution#/media/File:Combined_Cumulative_Distribution_Graphs.png



ND

In statistics, the standard score is the number of standard

deviations by which the value of a raw score (i.e., an

observed value or data point) is above or below the mean

value of what is being observed or measured. Raw scores

above the mean have positive standard scores, while those

below the mean have negative standard scores.



ND

It is calculated by subtracting the population mean from an

individual raw score and then dividing the difference by the

population standard deviation. This process of converting a

raw score into a standard score is called standardizing.



ND

Standard scores are most commonly called Z-scores; the

two terms may be used interchangeably. Other terms

include Z-values, normal scores, and standardized

variables.



ND

Computing a Z-score requires knowing the mean and

standard deviation of the complete population to which a

data point belongs.



Standard normal 

distribution 𝑋~𝑁(0,1)

If the population mean and population standard deviation are known, a raw score
x is converted into a standard score by[1]

𝑍 =
𝑋−𝜇

𝜎

where:

μ is the mean of the population.

σ is the standard deviation of the population.

Calculating z using this formula requires the population mean and the population
standard deviation, not the sample mean or sample deviation.

The absolute value of Z represents the distance between that raw score X and the
population mean in units of the standard deviation. Z is negative when the raw
score is below the mean, positive when above.



ND

Example:

In a population of 60 year old males in whom BMI was

normally distributed and had a mean value 29 and a

standard deviation 6, what is the probability that a

randomly selected male from this population would have a

BMI less than 30.

Calculations:

How many standard deviation it is away from the mean:

𝑍 =
30 − 29

6
= 0.17



ND



ND example

The weight of the orange is a normally distributed random

variable with an average of 195.6 g and a variance of 16.3.

Calculate the probability that at least one of the four

randomly selected fruits will weigh over 200 g.



A population, a sample

https://rchsbowman.wordpress.com/2009/12/08/statistics-notes-sampling-

distribution/



A population, a sample

http://cmaps.cmappers.net/rid=1K

W8MPZ6V-S2LSQ4-YZ5/Fig%206-

3%20Population%20vs%20Sample.png



The likelihood function

The likelihood function measures the goodness of fit of a
statistical model to a sample of data for given values of the
unknown parameters. It is formed from the joint probability
distribution of the sample, but viewed and used as a function
of the parameters only, thus treating the random variables as
fixed at the observed values. In the estimation process, based
on the sample 𝑥1, 𝑥2, … , 𝑥𝑛 the parameters describing the
assumed probability distribution can be determined. In the
estimation process, the parameters should be selected to
maximize the probability of the sample used to determine
them. The likelihood function can be called the probability
product for n available samples. Maximum likelihood
estimation is a method of estimating the parameters of a
probability distribution by maximizing a likelihood function, so
that under the assumed statistical model the observed data is
most probable.



The likelihood function

For n independent observations 𝑥1 ... 𝑥𝑛 with the

distribution given by the density function 𝑝𝜃 depending on

the unknown parameter θ the function:

𝐿 𝑥1, … , 𝑥𝑛, 𝜃 = 𝑝𝜃 𝑥1 ∙ 𝑝𝜃 𝑥2 … ∙ 𝑝𝜃(𝑥𝑛)

𝑙 = l n( 𝐿) = ln 

𝑖=1

𝑛

𝑝𝜃 𝑥1 =

𝑖=1

𝑛

)l n 𝑝𝜃 (𝑥𝑖

this is the likelihood function.

The parameter θ is assumed to be for which the likelihood

function reaches the highest value.



The likelihood function

Let 𝑥1 ... 𝑥𝑛 be variables derived from the normal distribution
𝑁 (𝜇, 𝜎2) then:

𝐿 𝑥1, … , 𝑥𝑛 , 𝜇, 𝜎

=
1

𝜎 2𝜋
𝑒
−
𝑥1−𝜇

2

2𝜎2 ∙
1

𝜎 2𝜋
𝑒
−
𝑥2−𝜇

2

2𝜎2 ∙ ⋯ ∙
1

𝜎 2𝜋
𝑒
−
𝑥𝑛−𝜇

2

2𝜎2

𝐿 𝑥1, … , 𝑥𝑛 , 𝜇, 𝜎 =
1

𝜎 2𝜋

𝑛

𝑒
σ𝑖=1
𝑛 −

𝑥𝑖−𝜇
2

2𝜎2

𝑙𝑛𝐿 𝑥1, … , 𝑥𝑛, 𝜇, 𝜎 = 𝑙𝑛
1

𝜎 2𝜋

𝑛

𝑒
σ𝑖=1
𝑛 −

𝑥𝑖−𝜇
2

2𝜎2



The likelihood function

ln 𝑥 ∙ 𝑦 = 𝑙𝑛𝑥 + 𝑙𝑛𝑦

𝑙𝑛𝐿 𝑥1, … , 𝑥𝑛, 𝜇, 𝜎 = 𝑙𝑛
1
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a function reaches a minimum when its derivative is 
zero



The likelihood function

𝑙𝑛𝐿 𝑥1, … , 𝑥𝑛, 𝜇, 𝜎 = 𝑙𝑛 𝜎 2𝜋
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The likelihood function

𝑑 σ𝑖=1
𝑛 𝑥𝑖
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µ estimator is:

𝜇 =
σ𝑖=1
𝑛 𝑥𝑖
𝑛



The likelihood function

𝑙𝑛𝐿 𝑥1, … , 𝑥𝑛, 𝜇, 𝜎 = 𝑙𝑛 2𝜋𝜎2
−𝑛
+

𝑖=1

𝑛

−
𝑥𝑖 − 𝜇

2

2𝜎2

𝑑 −𝑛𝑙𝑛 2𝜋𝜎2
1
2 +

−1
2𝜎2

σ𝑖=1
𝑛 𝑥𝑖 − 𝜇

2

𝑑𝜎2
= 0

𝑑 −
1
2𝑛𝑙𝑛𝜎

2 −
1
2𝑛𝑙𝑛 2𝜋 +

−1
2𝜎2

σ𝑖=1
𝑛 𝑥𝑖 − 𝜇

2

𝑑𝜎2
= 0

−
𝑛

2

1

𝜎2
+
1

2

1

𝜎4


𝑖=1

𝑛

𝑥𝑖 − 𝜇
2 = 0



The likelihood function

−𝑛 +
1

𝜎2


𝑖=1

𝑛

𝑥𝑖 − 𝜇
2 = 0

Estymator of σ2 is:

𝜎2 =
σ𝑖=1
𝑛 𝑥𝑖 − 𝜇

2

𝑛



Confidence

intervals



Confidence Intervals - CI

 Estimation is the estimation of values such as the mean, 

standard deviation, variance, fractions for the entire 

population based on a sample.

 Estimation allows for the generalization of the collected 

results from the sample to the entire population.



CI

Point estimation

µ estimator is:

ҧ𝑥 =
σ𝑖=1
𝑛 𝑥𝑖
𝑛

Estymator of σ2 is:

𝑠2 =
σ𝑖=1
𝑛 𝑥𝑖 − 𝜇

2

𝑛 − 1



CI

fraction (percentage of the population that meets the 

given condition)

k - number of favorable events

n - number of all events

ҧ𝑝 =
𝑘

𝑛



CI

 The confidence interval for a given statistical measure 

informs that the real value sought is within a certain 

interval with the assumed probability.

Example for the mean:

 tests on a sample provide an average value of a certain 

feature, on its basis, it is possible to determine a 

confidence interval in which the value of the average 

for the entire population falls with the assumed 

probability



CI

Useful continuous distributions:

t-Student distribution

chi square distribution



T-Student's

http://en.wikipedia.org/wiki/Student%27s_t-distribution#mediaviewer/File:Student_t_pdf.svg



𝜒2

Distribution χ2 (chi square) - distribution of a random variable, which is the 

sum of k squares of independent random variables with a standard normal 

distribution. A natural number k is called the number of degrees of freedom 

in the distribution of a random variable.

𝑘= 1

𝑘= 2

𝑋2

𝑋2 +𝑋2

1 2

𝑘 = 3 𝑋2 +𝑋2 +𝑋2

1 2 3

𝑋~𝑁 0,1

𝑋~𝑁 0,1

𝑋~𝑁 0,1

https://pl.wikipedia.org/wiki/Rozk%C5%82ad_chi_kwadrat#/media/Plik:Chi -square_distributionPDF.png



Confidence interval μ

 X~N(μ, σ2), μ, σ2 unknown

𝜇𝜖  𝑥ҧ − 𝑡𝛼 ,𝜈
𝑠

 𝑛
; 𝑥ҧ + 𝑡𝛼 ,𝜈

𝑠

 𝑛
  



Confidence interval σ2

 X~N(μ, σ2), μ, σ2 unknown

𝜎2𝜖  
𝑠2(𝑛 − 1)

𝜒𝛼
2
,𝜈

2 ;
𝑠2(𝑛 − 1)

𝜒
1−
𝛼
2
,𝜈

2
  



Confidence interval p

 X~B(n, p), p unknown

𝑝 ∈  𝑝ҧ − 𝑧
1−
𝛼
2

 
𝑝ҧ(1− 𝑝ҧ

𝑛
;𝑝ҧ + 𝑧

1−
𝛼
2

 
𝑝ҧ(1− 𝑝ҧ

𝑛
  



Confidence interval for

difference of means
𝜇1 − 𝜇2 ∈  (𝑥ҧ1 − 𝑥ҧ2) − 𝑡𝛼 ,𝜈 ∙ 𝑠𝑟 ; (𝑥ҧ1 − 𝑥ҧ2)+ 𝑡𝛼 ,𝜈 ∙ 𝑠𝑟  

𝑠𝑟 =  𝑠𝑒
2  

1

𝑛1
+
1

𝑛2
  

𝑠𝑒
2 =

(𝑛1 − 1)𝑠1
2 + (𝑛2 − 1)𝑠2

2

𝑛1 + 𝑛2 − 2
 



http://growingknowing.com/G

KStatsBookStudentTTable.html



Critical values for 𝜒2



CI - example

It can be assumed that the skull length (in mm) in the population of Tatra chamois
has a normal distribution with unknown parameters. Calculations were made for a
random sample of 15 skulls and the result was:



𝑖

𝑥𝑖 = 2971.5 

𝑖

𝑥𝑖
2 = 591888.71

Determine the following characteristics of the studied trait in the population:

average score,

scoring of variance,

standard deviation score,

95% and 99% confidence interval for the mean,

95% and 99% confidence intervals for the variance,

95% and 99% confidence intervals for the standard deviation.



CI fraction - example

10,000 butterflies, including 5,433 females, were caught. 

Give an estimate of the female fraction in the butterfly 

population:

95% and 99% confidence interval



Libre Calc

Critical values

 =T.INV.2T(0.05,14)

 =T.INV.2T(0.01,14)

 =NORM.S.INV(0.95)

 =NORM.S.INV(0.99)


